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Intro: Neural Ordinary Differential Equations

Can a recurrent (or residual) neural network predict the future with irregular 

time points?
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Intro: Neural Ordinary Differential Equations

“In classical neural networks, layers are arranged in a sequence indexed by 

natural numbers. In neural ODEs, however, layers form a continuous family 

indexed by positive real numbers.”

Neural differential equation - Wikipedia, obtained 2024.12.27.

https://en.wikipedia.org/wiki/Neural_differential_equation


Preliminary

지수 함수 - 위키백과, 우리 모두의 백과사전, obtained 2024.12.27.

𝑑𝑦

𝑑𝑥
𝑥 = 𝑦 𝑥

https://ko.wikipedia.org/wiki/%EC%A7%80%EC%88%98_%ED%95%A8%EC%88%98


Ordinary Differential Equations

Ordinary Differential Equation (ODE) is an equation

that consists of single-valued function and its derivatives.

ODEs have functions as solutions.

𝑦′ 𝑥 =
𝑑𝑦

𝑑𝑥
𝑥 = 𝑦 𝑥

𝑦 𝑥 = 𝐶𝑒𝑥



Ordinary Differential Equations

In general, we can’t get the exact function that satisfies the ODE.

Instead, we approximately calculate the value with Euler’s method.

Differential Equations - Euler's Method - Small Step Size | Brilliant Math & Science Wiki

https://brilliant.org/wiki/differential-equations-eulers-method-small-step/


Variational Auto Encoder

https://process-mining.tistory.com/161

Code:

minimal_vae/vae_mnist.py at master · adler-j/minimal_vae · GitHub

https://github.com/adler-j/minimal_vae/blob/master/vae_mnist.py


Replacing Residual Networks with ODEs for Supervised Learning



Structure of ODE Network
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Replacing Residual Networks with ODEs for Supervised Learning

torchdiffeq/examples/odenet_mnist.py at master · rtqichen/torchdiffeq, obtained 2024.12.27.

https://github.com/rtqichen/torchdiffeq/blob/master/examples/odenet_mnist.py


Replacing Residual Networks with ODEs for Supervised Learning

torchdiffeq/examples/odenet_mnist.py at master · rtqichen/torchdiffeq, obtained 2024.12.27.

https://github.com/rtqichen/torchdiffeq/blob/master/examples/odenet_mnist.py


Generative Latent Function Time-series Model



Generative Latent Function Time-series Model with Irregular Time Points

torchdiffeq/examples/latent_ode.py at master · rtqichen/torchdiffeq, obtained 2024.12.27.

https://github.com/rtqichen/torchdiffeq/blob/master/examples/latent_ode.py


Generative Latent Function Time-series Model with Irregular Time Points



Disccusion

Reconstructing the state trajectory by running the dynamics backwards can introduce extra 

numerical error if the reconstructed trajectory diverges from the original.

This problem can be solved using checkpointing.
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